An adaptive PMP-based model predictive energy management strategy for fuel cell hybrid railway vehicles
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Abstract
In order to achieve ecological driving without pollutant emissions on non-electrified rail tracks, the focus is on the development of railway vehicles powered by fuel cell and battery systems. A key issue is to reduce hydrogen consumption while maintaining the battery’s state of charge (SoC). In that context, this paper proposes a new casual energy management strategy based on Pontryagin’s Minimum Principle (PMP) within the framework of Model Predictive Control (MPC). The entire energy management problem is formulated by solving a cost function in the prediction horizon, different from the typical one found in other work using model predictive control to realize energy management. The main advantage of this strategy is that by introducing the PMP’s co-state, which is adaptively evaluated using average power estimation and actual SoC, into the cost function, a predicted optimal SoC trajectory is no longer required within the framework of MPC. Therefore, the strategy does not require complete information on the rail track and behaves casually. In addition, the dynamic of the fuel cell power is considered by introducing a tuning factor into the cost function, which benefits the service life of fuel cells. The proposed strategy is tested and validated in a realistic driving cycle by a hardware-in-the-loop (HiL) test bench at the Center for Mobile Propulsion (CMP) of RWTH Aachen University. The simulation results show an optimum close to the offline PMP results and up to 12.1% hydrogen savings compared to a typical MPC strategy using constant SoC reference. The HiL results demonstrate the real-time capability of the proposed strategy and show the excellent fuel economy with merely 2.7% more hydrogen consumption than the global optimum result.

1. Introduction
1.1. Background
In response to climate change and the need for rapid and continuous decarbonization of the railway transportation system, new technologies are taken into consideration. The use of electric multiple units (EMU) with hydrogen-powered fuel cells is an exciting and promising alternative. As a zero-emission technology in railway transportation, fuel cells using hydrogen energy are fully capable of achieving goals of reducing greenhouse gases, air pollution, and noises. Especially in long-distance and high-power use cases, it is expected that fuel cell technology can play an increasingly important role in the railway sector [1]. For multiple units in Europe, fuel cell rail vehicles could potentially replace 30% of diesel vehicles by 2030 [2]. In particular, around 40% of the German rail network is not electrified [3]. The overhead catenary construction is cost-intensive, uneconomic, and inefficient on sections of the rail track with low traffic e.g. in rural areas. So far, many efforts have been devoted to research, manufacture, and commercialization of fuel cell trains. A milestone was set in September
2018, the world’s first commercial fuel cell regional train was put into service in Lower Saxony, Germany by Alstom S.A [4]. In collaboration with RWTH Aachen University, Siemens and Ballard are developing a Fuel Cell Electric Multiple Unit (FC-EMU) with highly dynamic battery systems based on the Mereo platform, which is planned to go into operation in 2021 [5]. This paper focuses on the energy management strategy of Siemens FC-EMU.

1.2. Literature review

Fuel cell hybrid railway vehicles are complex electromechanical systems. The power flow of a hybrid system ties to the configuration and power distribution in the driveline. Accordingly, the core issue is to formulate energy management strategies to achieve long-term stable driving for regional rail transport without external charging, while improving potential fuel economy and component lifetime. Various energy management strategies have been investigated in the last decades and can be classified into two categories: rule-based strategies and optimization-based strategies [6,7].

Rule-based strategies, including deterministic and fuzzy logic, are usually based on rules derived from human expertise, heuristic, or mathematical models without former information on the driving conditions. It requires a low computational effort, and is simple to implement. However, the rules are challenging to define, and there is no guarantee that they are optimal [6]. To improve the rule-based strategy’s performance, many optimization methods such as dynamic programming (DP) are devoted to finding the proper thresholds and parameters [10,11]. Nevertheless, these optimized thresholds and parameters rely on specific driving cycles, which restrict the casualness.

As for the optimization-based strategies, the whole energy management problem is formulated to minimize operating costs over a considered time period. Two types of strategies can be subdivided: global optimization and real-time optimization [7]. Concerning the global optimization methods, DP and Pontryagin’s Minimum Principle (PMP) are commonly used. Based on the Bellman’s optimal principle [12], DP simplifies a complex problem by recursively decomposing it into many small sub-problems. Some methods like two-dimensional dynamic programming are investigated to improve the computing efficiency [13]. However, the knowledge of the driving cycle must be given in advance to obtain the global optimum. Furthermore, DP is troubled by the “explosion of dimensions”, and because of its computational consumption and the need for a large amount of memory, it can only be implemented offline and used as a benchmark reference. In contrast, the PMP-based method does not require a lot of computational effort. It determines the optimal power flow by obtaining the instantaneous minimum value of the Hamiltonian function at every instant. Thereby, an often-used method is the shooting method, which searches the initial values to fulfill the problem’s boundary conditions [14]. Thus, the global optimization of PMP is also bounded to driving cycles and is used as offline optimization.

As real-time optimization, instantaneous optimization strategies, including equivalent consumption minimization strategy (ECMS) and the model predictive control strategy (MPC), are prominent. Generally for ECMS, as a form of PMP strategy [15], an equivalent cost function is set to transform a global optimization into a local one. The core issue is to find the proper equivalent factor, which can in the best way transfer the electric power consumption into fuel consumption. One basic method is to obtain a fixed equivalent factor by DP with the known driving cycle [16]. In order to make ECMS not sensitive to the driving cycle, different adaptive ECMS can be found in the literature. In Ref. [17], the authors use feedback control to apply the correction term to the offline optimized factor. In Ref. [15], the calculation for the value range of the optimal equivalent factor is improved. In Ref. [18], a driving style recognition is offline trained and implemented in ECMS. However, they still need one optimized reference like the battery’s state of charge (SoC), which is derived offline or requires a significant effort to train a tool for driving style recognition.

Moreover, taking future information into consideration, MPC is another powerful method for real-time optimization. It takes the current state as the initial state, predicts the states and model outputs over the predicted horizon, optimizes each sampling moment and finally applies the first optimal control sequence [19]. The success of MPC is mainly due to its capability to manage strict constraints on control and state directly and effectively. Furthermore, it solves optimization problems at every time step, which allows the controller to adapt to actual operating conditions. In Ref. [20], a stochastic MPC based on the PMP is proposed, which uses a shooting method to determine the co-state according to a dynamically tuned reference SoC, and realizes the power distribution by minimizing the Hamiltonian function. In Ref. [21], a high-level MPC controller provides a battery energy target for a lower layer that uses DP and PMP to calculate the optimal power distribution. In Ref. [22], a multi-level MPC is proposed, based on a method that suggests a reference SoC trajectory. In Ref. [23], an adaptive SoC reference generator is built and quadratic programming is used to solve MPC-based energy management. For the application of fuel cell hybrid systems in Ref. [24,25], the objective functions include the degradation costs of fuel cells, and a SoC reference is used to achieve battery’s charge-sustaining. Overall, the performance of the MPC depends highly on the predicted reference values such as SoC, which should be well designed.

Due to the long-distance, regional railway transport without an overhead catenary charging system, the studied fuel cell railway vehicle is designed to drive in a battery’s charge-sustaining mode. As a buffer unit, the traction battery provides dynamic power, while the fuel cell system covers the demand of average power. The energy management has to consider the current state constraints and adjust the optimum control in real-time. Among the literature [19], MPC is a promising approach to handle this issue. Nevertheless, to reach the control goals for charge-sustaining of battery, the deviation of SoC from the reference value is often weighted in the cost function [30–32]. A fixed reference value can guarantee casualness yet no optimality [24,25]. However, an offline obtained reference restricts the control strategy to the driving cycle. Furthermore, an online estimated reference depends on the estimation accuracy, which is also challenging to ensure optimality [20–23].

1.3. Motivation

Due to the long-distance, regional railway transport without an overhead catenary charging system, the studied fuel cell railway vehicle is designed to drive in a battery’s charge-sustaining mode. As a buffer unit, the traction battery provides dynamic power, while the fuel cell system covers the demand of average power. The energy management has to consider the current state constraints and adjust the optimum control in real-time. Among the literature [19], MPC is a promising approach to handle this issue. Nevertheless, to reach the control goals for charge-sustaining of battery, the deviation of SoC from the reference value is often weighted in the cost function [30–32]. A fixed reference value can guarantee casualness yet no optimality [24,25]. However, an offline obtained reference restricts the control strategy to the driving cycle. Furthermore, an online estimated reference depends on the estimation accuracy, which is also challenging to ensure optimality [20–23].

1.4. Main contributions

In order to overcome the shortcomings mentioned above, this paper proposes a novel PMP-based MPC to solve the problem of optimum energy management for fuel cell railway vehicles. The main contributions are highlighted as follows: (1) Unlike other MPC-based strategies, the proposed method does not require a preview of the complete driving cycle or the generation of SoC...
reference trajectory. An online adaptively estimated co-state, as defined in the PMP method, is introduced in MPC’s cost function to ensure optimum power distribution and charge-sustaining mode. (2) A dynamic battery model with three R–C elements is integrated into MPC. (3) The proposed method is tested and validated by a hardware-in-the-loop (HiL) test with high power fuel cell and battery systems.

1.5. Organization of the paper

In Section 2, the modeling of the driveline for investigating energy management is presented. In Section 3, the framework of PMP-based MPC is introduced and the adaptive estimation of co-state is given. Section 4 approves the fuel economy of the proposed strategy, as compared to the results of offline PMP-based strategies and typical MPC strategies. Meanwhile, the analyses of the parameters in the cost function are discussed. Then in Section 5, the setup of HiL test bench at the Center for Mobile Propulsion (CMP) of RWTH Aachen University and the test results are given. Finally, Section 6 summarizes the conclusions.

2. Modeling of the driveline

The modeling of the fuel cell railway vehicle considers the half train due to the symmetrical vehicle configuration. For analyzing the energy efficiency of the powertrain, the vehicle dynamics and battery dynamics are considered, and the power losses in the drivetrain, electric motor, DC/DC converters, and the power consumption of auxiliaries are determined based on look-up tables. Fig. 1 shows the topology of the powertrain. In the following subsections, the modeling of vehicle dynamics, fuel cell system, and battery system are briefly introduced. Other detailed component models can be found in our previous work [33].

2.1. Vehicle dynamics

A forward-simulated longitudinal dynamic railway vehicle model is set up in this work. A proportional–integral (PI) controller models the driver behavior and controls the speed tracking. Considering the traction forces and all the resistance forces, the longitudinal dynamics are described by the following equation (1):

$$m \cdot \frac{dv}{dt} = F_x - \mu_r mg \cos(\phi) - \frac{1}{2} \rho_{air} C_d A_f v^2 - mg \sin(\phi) - F_b,$$

where $m$ is the vehicle mass, $v$ is the speed, $F_x$ is the traction force on wheels, $\mu_r$ is the coefficient of rolling resistance, $\rho_{air}$ is the density of air, $C_d$ is the aerodynamic coefficient, $g$ is the gravitational acceleration, $A_f$ is the front area, $\phi$ is the angle of slope, and $F_b$ is the mechanical brake force. The related parameters are shown in Table 1 [34].

2.2. Fuel cell system

As an energy source providing average power, a high power polymer electrolyte membrane (PEM) fuel cell system is used in this railway vehicle. The fuel cell system with 200 kW rated net power has an internal DC/DC converter to control the power output. For the study of energy management, the fuel cell system is modeled stationarily without considering dynamic electrochemical mechanisms or degradation processes. The hydrogen consumption curve is shown in Fig. 2, which is fitted by a 5th order polynomial function related to fuel cell power:

$$m_{H_2} = f(P_{fc}).$$

2.3. Battery system

The battery has a total capacity of 200 kWh and a rated voltage of 850 V, where real measurement data from pulse tests and electrochemical impedance spectroscopy (EIS) are used to parameterize the model. This battery system has three branches and is modeled based on cell modeling. According to the measurement results, three R–C elements can accurately approximate the real
dynamic performance of the battery. Fig. 3 shows the battery’s equivalent circuit, where the parameters of open circuit voltage $V_{oc}$ and resistances are shown in Fig. 4. Because of a well adjusted active cooling, the battery is assumed to be ideally controlled at 25 °C. Considered the three R–C elements, following equations describe the battery dynamics:

$$\Delta V_{oc} = \frac{I_{bat}}{Q_{bat}}$$  \hspace{1cm} (3)

$$I_{bat} = \frac{V_{oc} - \sum_{i=1}^{3} V_i}{2R_0} - \sqrt{\left(\frac{V_{oc} - \sum_{i=1}^{3} V_i}{2R_0}\right)^2 + \frac{P_{bat}}{R_0}}$$  \hspace{1cm} (4)
\[ \dot{V}_i = \frac{I_{bat}}{C_i} - \frac{V_i}{R_i C_i}, \quad i = 1, 2, 3, \]  

(5)

where \( Q_{bat} \) is the battery capacity, \( I_{bat} \) is the battery current, \( R_0 \) is the internal ohmic resistance, \( R_1, R_2 \) and \( R_3 \) are the polarization resistances, \( C_1, C_2 \) and \( C_3 \) are the polarization capacitances, \( V_1, V_2 \) and \( V_3 \) are the voltages over the capacitances and \( P_{bat} \) is the battery power, which is the difference between the demand load power \( P_{dem} \) and the vehicle and fuel cell power \( P_{fc} \):

\[ P_{bat} = P_{dem} - P_{fc}. \]  

(6)

Thereby, \( P_{dem} \) is controlled by the driver and \( P_{fc} \) is controlled by the energy management controller. Since a source side DCDC converter is used to control the voltage of the DC link, the battery system fills the difference between \( P_{dem} \) and \( P_{fc} \). In this way, the load power is distributed. It should be noted that the power split ratio is not used in the following energy management design. Instead, the control variable \( P_{fc} \) is chosen, which has the same functionality on the power distribution.

3. PMP-based MPC

The focus of this work is on optimum decisions of power distribution between the battery and fuel cell system for hybrid railway vehicles without external charging. The energy management module determines the desired power output of the fuel cell system according to the power demand from the driver and the system. Due to the dynamic nature of power demand, this is a dynamic decision-making problem. The goal is to achieve better fuel economy and sustaining the charge of the battery while ensuring no constraint is violated. For this constrained nonlinear dynamic optimization problem, the need for an approach based on real-time optimization motivates us to use MPC.

3.1. PMP-based MPC formulation

It is assumed that by using the PI controller to control the vehicle speed, its value ideally follows the reference speed trajectory. Therefore, the vehicle speed dynamic will not be considered in the framework of MPC, and merely the dynamics related to the battery system are included. Then, a linear time-varying (LTV) model is introduced. In order to linearize the system model, battery parameters in Fig. 4 related to the battery’s SoC at 25 °C are fitted by piecewise polynomial functions. The nonlinear continuous model is linearized around the operation point by the Jacobian and the resulted state-space representation is:

\[ \begin{align*}
\dot{\bar{x}} &= f(x, u, v) = A^c \bar{x} + B^c u + C^c y + F^c, \\
y &= g(x, u, v) = C^c \bar{x} + D^c u + D^c y + G^c,
\end{align*} \]  

(7)

where

\[ \begin{bmatrix} \text{SoC} \\ V_1 \\ V_2 \\ V_3 \end{bmatrix}, \quad u = [P_{fc}], \quad v = [P_{dem}], \quad y = \begin{bmatrix} \text{SoC} \\ \frac{\text{SoC}}{\text{S_0}} \\ \frac{\text{SoC}}{\text{S_0}} \end{bmatrix}, \]  

(8)

\[ A^c = \left( \frac{\partial f}{\partial x} \right)_{(x_0, u_0, v_0)}; B^c = \left( \frac{\partial f}{\partial u} \right)_{(x_0, u_0, v_0)}, \]

\[ B^c_y = \left( \frac{\partial g}{\partial y} \right)_{(x_0, u_0, v_0)}; C^c = \left( \frac{\partial g}{\partial x} \right)_{(x_0, u_0, v_0)}, \]

\[ D^c_y = \left( \frac{\partial g}{\partial u} \right)_{(x_0, u_0, v_0)}; D^c_y = \left( \frac{\partial g}{\partial v} \right)_{(x_0, u_0, v_0)} \]  

(9)

with the linear system matrices \( A^c, B^c, C^c, D^c_y, F^c, G^c \), which are updated at each time step. In Eq. (8), \( x \) is the state vector, \( u \) is the control vector, \( v \) is the disturbance vector and \( y \) is the output vector.

As the disturbance of the system, the power demand is the sum of traction power \( P_{traction} \), power losses along the driveline \( P_{loss} \) and the power consumption of auxiliaries \( P_{aux} \):

\[ P_{bat} = P_{traction} + P_{loss} + P_{aux}. \]  

(10)

The future traction power depends on the speed prediction and the rail track. Because of the focus of this work is on optimum power distribution for energy management, the speed and the road gradient in the prediction horizon are assumed to be ideally extracted from the navigation data system. Then, the future traction power is estimated by

\[ P_{traction} = \left( m \cdot a + \mu_m g \cos(\phi) + \frac{1}{2} \rho ai (D_0 a r^2 + m \sin(\phi)) \right) \cdot v, \]  

(11)

with the vehicle acceleration \( a = \frac{v(t) + v(T)}{T} \) and the sample time \( T \). Using the speed and traction power, the power losses along the driveline are calculated by the look-up tables, which refers to Ref. [33]. Furthermore, the power consumption of auxiliaries is assumed to be constant with 55 kW for summer and 83 kW for winter during the whole trip, which can be found in Ref. [13].

By simulating both the linearized model and the original plant model with the same initial states under the identical control and disturbance signals, the trajectories of the state and output variables are displayed in Fig. 5. The simulation runs for 10 s. The sample time of the linearized model is 1 s and the sample time of the plant model is 0.01 s. The average errors of SoC and the hydrogen mass flow are 0.01% and 1.1%, respectively. It can be pointed out, the linearized model has a small error compared to the plant model. As the linearized model is updated at each sample time, the correctness of the linearized model as the internal prediction model can be ensured.

Finally, under the MPC structure, a discrete time state space model with the same functionalities as the continuous model can be ensured. The MPC problem can be written as:
is the cumulative hydrogen consumption, which includes the direct hydrogen consumption, the equivalent hydrogen consumption when the battery energy is used, and the penalty for the fuel cell power oscillation. Thereby, \( W_{fu} \) is the tuning factor with the unit of \( \text{g/kW}^2 \). It is used to penalize the oscillation of the fuel cell power. \( \lambda \) is the co-state derived from PMP and is used to calculate the equivalent hydrogen consumption from the battery. It has the unit of g and is updated at each time step and stays constant in the prediction horizon.

According to the requirements of the real battery and fuel cell system, the system constraints are defined as shown in Table 2.

Then, the optimization problem (12) can be formulated as a quadratic programming (QP):

\[
\Delta u_{\text{opt}} = \arg \min_{\Delta u} \frac{1}{2} \Delta u^T H \Delta u + \Delta u^T q,
\]

subject to:

\[
A_{\text{ineq}} \Delta u - b \leq 0.
\]

where \( H, q, A_{\text{ineq}}, b \) are the matrices that are rebuilt at each time step, and especially \( H \) is a positive definite matrix. Using the QP solver, the control variable can be fast calculated. The optimized result \( \Delta u_{\text{opt}} \) is a sequence of control increments, and for every time step, the control input to the vehicle model is:

\[
u(k) = u(k-1) + \Delta u_{\text{opt}}(k|k).
\]

3.2. Estimation of the co-state in PMP

In PMP, the Hamiltonian function is defined as follows:
\[ H(\text{SoC}, P_{\text{fc}}, \lambda, t) = \mathbf{m}_{\text{H}}(P_{\text{fc}}) + \lambda(t) \cdot \Delta \text{SoC}(t), \]  

(15)

where the dependence of the mass flow on the fuel cell power is already shown in Fig. 2a, and the \( \lambda(t) \) represents the co-state with the same unit as that of mass. According to the optimal control theory, the dynamic of the co-state is:

\[ \dot{\lambda}(t) = -\frac{\partial H(\text{SoC}, P_{\text{fc}}, \lambda, t)}{\partial \text{SoC}}. \]  

(16)

With substituting the Hamiltonian defined in (15) into (16), the dynamics related to the co-state are expanded:

\[ \dot{\lambda}(t) = -\frac{\partial m_{\text{H}}}{\partial \text{SoC}} - \lambda(t) \cdot \frac{\partial \Delta \text{SoC}}{\partial \text{SoC}} = 0 - \lambda(t) \cdot \frac{\partial \Delta \text{SoC}}{\partial \text{SoC}} \]  

(17)

Because \( m_{\text{H}} \) is merely dependent on the control variable \( P_{\text{fc}} \), instead of on SoC, its derivative with respect to SoC is zero.

The dynamics of the state are described in Eq. (3), with the battery current calculated in Eq. (4). From the two equations, it is evident that the battery current or rather the SoC’s change rate \( \Delta \text{SoC} \) is not directly dependent on SoC. However, the open-circuit voltage and the inner resistances rely on SoC, as shown in Fig. 4. Then, the differential of the \( \Delta \text{SoC} \) to SoC is written as follows:

\[ \frac{\partial \Delta \text{SoC}}{\partial \text{SoC}} = \left( \frac{\partial \Delta \text{SoC}}{\partial V_{\text{oc}}} \frac{\partial V_{\text{oc}}}{\partial \text{SoC}} + \frac{\partial \Delta \text{SoC}}{\partial R_{0}} \frac{\partial R_{0}}{\partial \text{SoC}} \right), \]  

(18)

with (17) the co-state dynamic is:

\[ \dot{\lambda}(t) = -\lambda \left( \frac{\partial \Delta \text{SoC}}{\partial V_{\text{oc}}} \frac{\partial V_{\text{oc}}}{\partial \text{SoC}} + \frac{\partial \Delta \text{SoC}}{\partial R_{0}} \frac{\partial R_{0}}{\partial \text{SoC}} \right) \]  

(19)

By utilization of Eqs. (3) and (4), the partial differential of \( \Delta \text{SoC} \) to \( V_{\text{oc}} \) is obtained:

\[ \frac{\partial \Delta \text{SoC}}{\partial V_{\text{oc}}} = -\frac{1}{2 \cdot Q_{\text{bat}}} \left( 1 - \frac{V_{\text{oc}} - \sum_{i=1}^{3} V_{i}}{\sqrt{(V_{\text{oc}} - \sum_{i=1}^{3} V_{i})^2 - 4 \cdot P_{\text{bat}} \cdot R_{0}}} \right), \]  

(20)

and its partial differential to \( R_{0} \) is:

\[ \frac{\partial \Delta \text{SoC}}{\partial R_{0}} = \frac{1}{2 \cdot Q_{\text{bat}} R_{0}} \left( 2 \cdot P_{\text{bat}} \cdot R_{0} - (V_{\text{oc}} - \sum_{i=1}^{3} V_{i})^2 \right) - 4 \cdot P_{\text{bat}} \cdot R_{0} + (V_{\text{oc}} - \sum_{i=1}^{3} V_{i}) \]  

(21)

Moreover, \( \frac{\partial V_{\text{oc}}}{\partial \text{SoC}} \) and \( \frac{\partial R_{0}}{\partial \text{SoC}} \) are calculated based on the parameter curves of the battery system shown in Fig. 4.

According to PMP, the optimal control variable in each time instant minimizes the Hamiltonian:

\[ P_{\text{fc}}(t) = \arg \min_{P_{\text{fc}}(t)} H(\text{SoC}, P_{\text{fc}}, \lambda, t). \]  

(22)

Because of the monotone relation between the initial co-state and the SoC end value, a bidirectional search method, as shown in Fig. 6, can be used to determine the correct initial co-state. After the first guess of the co-state, PMP is used to determine the control variable in each discrete time point over the entire time horizon. When the iteration finishes, the current SoC end value is compared to the target value. If they are approximately identical, then the initial co-state value is found successfully, and the shooting procedure ends. If not, the initial co-state value is adjusted according to the monotone relationship between the initial co-state and the SoC end value, and the PMP iteration is repeated. The initial co-state’s search range can be shortened based on a later derived formula, which estimates the co-state based on the average power and the SoC values. Thereby, the average power corresponding to the driving cycle is obtained after online simulation. The SoC used to estimate the co-state range is assumed to be 0.5 due to the charge-sustaining mode. After that, the co-state range is determined by including a ten percent derivation from the calculated value, positive and negative, respectively. It often takes less than six times iterations to realize SoC end value accuracy with four decimal digits.

As an example, the results of the offline PMP-based strategy for the driving cycle 2 (Fig. 9b) are displayed in Fig. 7, with the trajectories of SoC, the co-state and control variable included. The shooting method works to find the correct initial co-state, as the SoC end value reaches 0.5 the same as its initial value. The co-state trajectories are shown in Fig. 7b, and its amplitude in summer is lower than in winter. Since more fuel cell power is required in winter, as shown in Fig. 7a, the fuel cell system works with lower efficiency in winter than in summer, and the amplitude of co-state is correspondingly larger. In 7d, the relation of the co-state and SoC is identified, which will be derived later. Furthermore, it is evident that the fuel cell power is close to its average value. Therefore, considering the convexity of the fuel cell consumption curve in Fig. 2a, it is reasonable to assume that the differential of the Hamiltonian to control variable is zero at the average fuel cell power:

\[ \frac{\partial H}{\partial P_{\text{fc}}} \bigg|_{\text{SoC} - \text{SoC}_{\text{end}}} = \frac{\partial m_{\text{H}}}{\partial P_{\text{fc}}} + \lambda \frac{\partial \Delta \text{SoC}}{\partial P_{\text{fc}}} \bigg|_{\text{SoC} - \text{SoC}_{\text{end}}} = 0, \]  

(23)

in which, the average fuel cell power can be estimated based on the time tables of regional trains and the history information, including load and battery losses [33]. Meanwhile, the estimated average fuel cell power is used to adjust the co-state regularly when the train leaves the station. In Ref. [35], the analytical estimation of the co-state dependent on SoC and the average fuel cell power is described. In this work, the dynamics because of the \( R-C \) elements are further considered. First, the partial differential of \( \Delta \text{SoC} \) to \( P_{\text{fc}} \) can be determined from (3)(4)(6):

\[ \frac{\partial \Delta \text{SoC}}{\partial P_{\text{fc}}} = \frac{1}{Q_{\text{bat}}} \left( \frac{1}{\sqrt{(V_{\text{oc}} - \sum_{i=1}^{3} V_{i})^2 - 4 \cdot P_{\text{bat}} \cdot R_{0}}} \right). \]  

(24)

Then, the analytical formula to determine \( \lambda \) follows by its substitution into 23:

\[ \lambda = -\frac{\partial m_{\text{H}}}{\partial P_{\text{fc}}} \cdot \left( Q_{\text{bat}} \left\{ (V_{\text{oc}} - \sum_{i=1}^{3} V_{i})^2 - 4 \cdot P_{\text{bat}} \cdot R_{0} \right\} \right) \bigg|_{\text{SoC} - \text{SoC}_{\text{end}}}. \]  

(25)
corresponding polarization resistances. Therefore, the values of $V_i$ can be assumed to be zero. As the fuel cell system is operated for battery’s charge-sustaining mode, the averaged battery power is zero, which is also a reasonable assumption here. Finally, an analytical formula to estimate the co-state, dependent on the averaged fuel cell power and the actual SoC, results as:

$$
\lambda = - \frac{\partial m_{H_2}}{\partial P_{fc}} Q_{bat} V_{oc, bat} \bigg|_{P_f = P_{oc}}.
$$

(26)

Fig. 8 shows that the analytically estimated co-state matches the resulting ones from the offline PMP strategy, which validates the estimation’s correctness.

### 4. Simulation and analysis

The PMP-based MPC strategy is realized with MATLAB®/Simulink® and simulated in the real regional train driving cycles, as shown in Fig. 9. Driving cycle 1 represents the rail track between Aachen and Cologne, with a total distance of 70.2 km and a driving time of 3065 s. In the driving cycle 2, the rail track of Mannheim-Karlsruhe-Basel in Baden-Württemberg, with a distance of 154 km and a driving time of 8192 s, is shown.

Table 3 shows the parameters for MPC configuration. The influences of tuning factors and prediction horizon are further discussed in the subsections. To evaluate the proposed strategy, two strategies are applied for comparison. One derived from offline PMP...
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is used as the benchmark, while another one is a typical MPC-based strategy using the following cost function with a constant SoC reference:

\[
\min \frac{1}{\Delta t} \sum \left[ \left( \Delta u(k) \right)^2 W_{u,k} \right] + \sum_{i=0}^{N_d-1} \left[ \Delta u(k+i+1) \right]^2 W_{u,k}
\]

penalty of the fuel cell power oscillation

\[
+ \sum_{i=0}^{N_d} \left[ y_3(k+i+1|k) - y_{\text{ref}}(k+i+1|k) \right]^2 W_{y,k}
\]

penalty of the battery’s SoC

\[
+ \sum_{i=0}^{N_d} y_2(k+i+1|k) T
\]

hydrogen consumption

\[
i = 1, \ldots, N_p - 1, \quad (27)
\]

where \(y_{\text{ref}}\) is 0.5 and \(W_y\) is 10 g, which means this MPC-based strategy continually desires to hold the battery’s SoC at 50%. Meanwhile, for a fair comparison, the other configurations are the same as the proposed strategy. Moreover, the strategies are simulated under both winter and summer conditions for two driving cycles and the initial SoC is set to 50%.

4.1. Simulation results and analysis

Fig. 8 shows the simulation results of the driving cycle 1. The figures in the left column correspond to the summer conditions, while the figures in the right column correspond to the winter conditions. Due to the higher power consumption of auxiliaries, the total power demand in winter is higher than in summer, which results in higher fuel cell power requirements. The second row of figures is a comparison of fuel cell power output under different strategies. Knowing the global information, the offline PMP strategy tends to keep the fuel cell output power close to 120 kW in summer and 150 kW in winter. According to Fig. 2b, the fuel cell efficiency will remain at a high level above 40%. Under the typical MPC strategy, the fuel cell power output fluctuates widely, varying from 40 kW to 180 kW. In winter due to high power demand, the fuel cell remains around 180 kW for a longer period of time than in summer, which can accelerate the degradation of the fuel cell stack [36]. In contrast, the proposed PMP-MPC strategy uses the estimated power demand based on historical data, which optimizes the fuel cell power output in a short future time. The fuel cell power is optimized to maintain around 120 kW in summer and 150 kW in winter with high efficiency like the performance of offline PMP. Furthermore, the third row of figures shows the battery’s SoC for the different strategies. Despite the different power demands in winter and summer, the PMP-MPC strategy achieves to keep the SoC within a reasonable range and yields a similar result as the offline PMP strategy.

In Fig. 11, the simulation results of the driving cycle 2 are presented. Because of the long-distance and the slope characteristics of first going uphill and then going downhill, the power demand is more complicated than driving cycle 1. Due to a long-term downhill situation starting from the middle of the cycle, the typical MPC strategy has to maintain the SoC by controlling the fuel cell system at low power output, which results in low efficiency as well as the risk of acceleration degradation and reducing lifetime [36]. By comparison, the proposed PMP-MPC strategy avoids the extreme fuel cell power output and keeps the SoC within a reasonable range. Here, the final value of SoC is higher than in the previous cycle because the average power estimation is based on history and is updated every time the vehicle drives off. Therefore, the proposed strategy will adaptively adjust the power output in the next journey.

The resulting hydrogen consumptions are collected in Table 4. In summary, compared to the typical MPC strategy, the PMP-MPC strategy has achieved a significant fuel economy improvement from about 6% to 12%. Simultaneously, it also reached an optimized result with just 1.5% to 3% more hydrogen consumption than the offline PMP strategy.

4.2. Influence of tuning factors

The low fluctuation of power and the operation at part load represent an essential part of fuel cell lifetime improvement [37]. Therefore, the tuning factor \(W_{y,k}\) is implemented in the PMP-MPC strategy. To test the influence related to the degradation of fuel cell stacks, the tuning factors of 0.001 g/kW^2, 0.01 g/kW^2, 0.05 g/kW^2 and 0.1 g/kW^2 are applied in the strategy for driving cycle 1 in summer. The results in Fig. 12a show the fuel cell power under different tuning factors, while Fig. 12b presents the sum of absolute fuel cell power increment, from which the improvement factor is observed. As for hydrogen consumption shown in Table 5, the fuel economy is reduced as the tuning factor increases. Thereby, this shows a trade-off between fuel cell efficiency.
degradation and fuel economy. Since the core of this work is focused on fuel economy, in further tests, the tuning factor of 0.001 g/kW² is applied.

4.3. Influence of prediction horizon

The real-time implementation requires low computational efforts, for which the prediction horizons are changed from 10 to 40
steps in increments of 10 to estimate the PMP-MPC strategy in control performance and calculation time. The driving cycle 1 in summer is used for simulation, and the control horizons are simplified to be half of the prediction horizons. As Table 6 shows, the simulation time and the hydrogen consumption are trade-offs. Since the time increases significantly while the hydrogen consumption decreases slightly as the prediction horizon increases, the prediction horizon is set to 10 steps in the following tests.

5. HiL test

The simulation results have shown an excellent fuel economy of the proposed PMP-MPC strategy. Its real-time performance is evaluated and validated by a HiL test bench located at the CMP of RWTH Aachen University.

5.1. HiL setup

The central components of this test bench environment are a HiL powertrain emulator and real physical components, as shown in Fig. 13. The emulator controls the load controller to simulate the dynamic power demand that occurs in the DC link, meanwhile, it controls DC/DC converters and the fuel cell system to distribute the power flows according to power signals from energy management.
This emulator consists of (1) a real-time system for virtual replication of the vehicle and environment model, including the auxiliaries and the energy management system, (2) measurement and control systems for coupling the virtual system with the physical components presented in the test bench.

Besides, the dSPACE SCALEXIO is used to perform the virtual systems for testing real-time behavior with the real physical components, including the DC/DC converters, battery system, fuel cell system, and a load unit. This load unit connects the supply network for compensation of additional power. In the test bench room, a second floor is built to provide a place for the systems. All DC/DC converters are positioned on the test bench foundation due to their high weight, while the fuel cell system with rated net power of 200 kW is installed above on the second floor. Outside of the test field, the hydrogen supply is ensured by hydrogen trailers with a capacity of approx. 350 kg hydrogen, which guarantees endurance testing over period of several days. Moreover, the battery systems are placed in a garage concerning safety precautions.

### Table 2

Constraints of battery and fuel cell systems.

<table>
<thead>
<tr>
<th>Min</th>
<th>Variable</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>SoC</td>
<td>0.9</td>
</tr>
<tr>
<td>20 kW</td>
<td>$P_{fc}$</td>
<td>180 kW</td>
</tr>
<tr>
<td>-5 kW/s</td>
<td>$\Delta P_{fc}$</td>
<td>5 kW/s</td>
</tr>
</tbody>
</table>

### Table 3

MPC configuration.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prediction horizon</td>
<td>$N_p$</td>
<td>10</td>
</tr>
<tr>
<td>Control horizon</td>
<td>$N_u$</td>
<td>5</td>
</tr>
<tr>
<td>Tuning factor</td>
<td>$W_D$</td>
<td>0.001 g/kW²</td>
</tr>
<tr>
<td>Sample time</td>
<td>$T$</td>
<td>1 s</td>
</tr>
</tbody>
</table>
During the HiL test, the driver model and the driveline model simulate the power demand. The power demand is implemented by the load side DCDC converter on the test bench. At the same time, the MPC energy management controller predicts the states based on the measured data, and generates the desired fuel cell power by minimizing the cost function. The fuel cell system on the test bench is validated. The fuel cell power and SoC are displayed in Fig. 16. It can be pointed out, the averaged fuel cell power from the PMP-MPC is close to the one from the offline PMP. Due to the start-up process of the fuel cell system and the lack of global information, the trajectories of PMP-MPC have deviations compared to the offline PMP, as shown in Fig. 16a. With the same end SoC of 50% in Fig. 16b, the offline calculated hydrogen consumption is 5625.9 g, which is about 2.7% less than the measured hydrogen consumption from the PMP-MPC strategy. In summary, a comparison of the PMP-MPC strategy and offline PMP strategy regarding the HiL tests is shown in Table 7.

### 6. Conclusions

In this work, an adaptive PMP-based MPC strategy for fuel cell hybrid railway vehicles is proposed. Under the framework of MPC, the strategy can handle strict constraints on control and state variables. First, a linear time-varying model under consideration of battery modeling with three R\textunderscore\text{C} elements is formulated. For the fuel economy and battery's charge sustaining, the co-state derived from the offline PMP-MPC is used to formulate the cost function. The calculation and update of the co-state depend on a quantitative analytical formula, which utilizes characteristic curves of source components. Then, the performance of the strategy is tested in simulation for two real driving cycles in summer and winter, and compared with the offline PMP and a typical MPC strategy. The simulation results show that proposed PMP-based MPC strategy provides significant advantages over the PMP-MPC strategy.
improvement of about 12.1% in fuel economy than the typical MPC strategy and also it provides sub-optimal solution close to offline PMP strategy. Besides that, the influence of the tuning factor and prediction horizon concerning the fuel cell degradation, computational effort, and hydrogen consumption are presented. Finally, the proposed strategy is implemented on a HiL test bench located at the CMP of RWTH Aachen University with high power fuel cell and battery systems, from which an excellent real-time performance with merely 2.7% more hydrogen consumption than the global optimum is observed.
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