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We consider dynamic models, both numerical and analytical, that reproduce the magnetization field H(B)
and the energy loss in ferromagnetic sheet materials with different domain structures. Conventional
non-oriented (NO) and grain-oriented (GO) electrical steels are chosen as typical representatives of fine-
domain and coarse-domain materials. The commonly-accepted loss separation procedures in these
materials are critically analyzed. The use of a well-known simplified (“classical”) expression for the eddy-
current loss is identified as the primary source of mistaken evaluations of excess loss in NO steel, in
which the loss components can only be evaluated using the Maxwell (penetration) equation. The si-
tuation is quite different in GO steel, in which the loss separation is uncertain, but the total dynamic loss
is several times higher than that explained by any version (numerical or analytical) of the classical ap-
proach. To illustrate the uncertainty of the loss separation in GO steel, we show that the magnetization
field, and thus the total loss, in this material can be represented with equal accuracy using either the
existing three-component approach or our proposed two-component technique, which makes no dis-

tinction between classical eddy-current and excess fields and losses.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

The reliable estimation of energy loss in ferromagnetic sheet
materials remains an important and much-discussed problem,
both theoretically and practically. It is crucial for designers of
electrical machines and transformers, as well as for materials-
science engineers engaged in the optimization of morphological
properties of electrical steels such as texture and grain size. Al-
though these discussions are largely due to an incomplete un-
derstanding of the underlying physics, many are the result of
making no distinction between ferromagnetic materials with dis-
similar domain structures, i.e., dynamic correlation sizes. Typical
examples of such significantly different materials include the
conventional non-oriented (NO) and grain-oriented (GO) electrical
steels, as considered in this paper.

Because of its small magnetic anisotropy, NO steel, also called
dynamo steel, is commonly used in electrical motors and
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generators, which are applications where the magnetic flux
changes direction in the plane of the sheet. Due to its spatially
random domain structure and small grain size, NO steel ap-
proaches a homogeneous isotropic material, in which the mag-
netization dynamics can be described, to a good first approxima-
tion, by classical Maxwell equations [1-3].

The situation is quite different in anisotropic GO steel, which is
the major core material for large transformers, reactors, and other
devices in which the flux is predominantly unidirectional. Soon
after its invention by Goss [4] in 1934 and its industrialization by
ARMCO in the 1940s, it was recognized that the total loss in this
material is anomalously higher than could be explained using the
classical approach, even when using an accurate hysteresis model
to link the magnetic field H and induction B, when solving the
appropriate Maxwell's equations. Although the problem of the
anomalous (or excess) loss has been the focus of intense research
for several decades [5,6], its resolution remains almost unaltered
in the sense that no reliable deterministic loss theory has emerged
[7,8]. For this reason, a statistical loss model developed in the
1980s [7,9] is widely used as an engineering alternative. The dis-
tinguishing feature of this phenomenological (semi-empirical)
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approach is the loss separation principle whereby, irrespective of
material domain structure, the total loss W (in J/m? per cycle) is
decomposed into hysteresis loss Wiy, classical loss W, and
excess 10ss Wexc

W= Whyst + ‘/vclas + Vvexc‘ 1

Although misconceptions in the loss separation approach have
been reported in the literature [8,10,11], and there is no room for
Weas in numerous physical models of coarse-domain materials
(fairly complete reviews can be found in Refs. [5,12-14] this three-
term loss representation has found a wide range of applications
due to its simplicity and functionality. Besides, the loss separation
is definitely possible in fine-domain materials (NO steels) if, of
course, an appropriate numerical tool [2,3,15] is employed. Un-
fortunately, this is seldom the case, and frequently no distinction is
made between GO and NO steels in the engineering literature [16-
18]. This has led to an admixture of separate notions relating to
different materials. Here we attempt to analyze both these dif-
ferent materials in a single paper.

A first theme of the paper is to point out the dangers concealed
in the inappropriate application of loss separation to NO steels.
These result from an uncritical use of the well-known approx-
imation for the classical eddy-current loss [5,7,9]

o(dxB, )
Waiss = =5 @

This is derived by assuming a uniform sinusoidal induction,
with peak value B, and frequency f, in a magnetically linear fer-
romagnetic sheet of thickness d and conductivity o.

The widespread use of Eq. (2) in the literature has often led to
distorted pictures of real processes, and has resulted in numerous
“correction” techniques [19-21], often using the ideas of skin-ef-
fect and skin depth, which lose their original meanings being
applied to magnetically nonlinear media [22].

A separate theme of this paper is to demonstrate that, in the
case of GO steels, while retaining the framework of the phenom-
enological approach, dynamic hysteresis loops, and hence total
losses, can be reproduced quite accurately without splitting the
dynamic loss into “classical” and “excess” components. This result
highlights the uncertainty inherent in the idea of separating out
the dynamic loss components [14] and serves to partly reconcile
its followers and opponents.

In Section 2, we consider the erroneous but widely held view
that dynamic losses in electrical steels of any type, such as GO and
NO, can be described by means of diffusion-like equations or their
circuit equivalents (Cauer networks). This idea has endured for a
long time, starting with Refs. [23,24] and reaching recent works
[25-27]. Typical errors encountered in both using and ignoring the
diffusion (penetration) equations are considered in Section 3. In
Section 4 we briefly discuss the physical validity of the loss se-
paration principle (1), as applied to GO steels, and propose alter-
native versions of the field- (and loss-) separation, having some-
what different underlying concepts, but the same abilities as the
transient models [28] that are based on Eq. (1).

2. Classical loss models

In the case of a thin steel strip (with d«l in Fig. 1), the classical
approach reduces to the solution of the one-dimensional pene-
tration equation [2,3]

LB _ M
ot ox? 3)

This links the magnetic field H,(x, t) to the magnetic induction
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Fig. 1. Classical eddy currents in conventional NO steel with an irregular domain
structure.
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Fig. 2. Dynamic loops of 0.5-mm thick NO steel calculated from Egs. (3) and (4)
versus the measured loops.

B,(x, t), both directed along the z-axis of a strip with conductivity
o, the x-axis being normal to the strip surface. In posing this
problem, all eddy currents are considered y-directed, that is, edge
effects are neglected. Only two of their innumerable contours are
shown in Fig. 1.

The applicability of Eq. (3) to NO electrical steels is illustrated in
Fig. 2. Here the solid curves are dynamic hysteresis loops of
0.5 mm thick steel strips, as measured in an Epstein frame under
tightly-controlled sinusoidal induction [29]. The dashed curves on
the right-hand side of Fig. 2 indicate the ascending branches of
dynamic loops obtained by means of a finite-difference solver
(FDS) of Eq. (3), which integrates system (8) in Ref. [3], where the
nodal functions Hi(t) and Bj(t), representing the field and induction
at the ith “layer” of the sheet, are linked by a static hysteresis
model [30].

As seen in Fig. 2, Eq. (3) provides a fairly reliable basis for
computing the dynamic loop shapes, and hence their areas, which
give the specific energy losses in J/m> per cycle. At the same time,
a close examination of Fig. 2 reveals small discrepancies between
the predicted and measured ascending branches, particularly their
lower and upper parts. The larger area of the measured loops, as
compared to the calculated loops, indicates the presence of excess
loss. It is commonly accepted that this anomalous loss is caused by
the domain structure of the ferromagnetic material, which is both
fine and highly irregular in the case of NO steel, as depicted in the
inset of Fig. 1. The origin of excess loss, when considered to be an
addition to the classical loss, is usually thought to be due to mi-
croscopic eddy currents associated with the movement of the



S.E. Zirka et al. / Journal of Magnetism and Magnetic Materials 394 (2015) 229-236 231

domain walls and by additional heat produced by these currents.

The above-mentioned discrepancies between the measured
loops in Fig. 2 and the ascending loop branches calculated with Eq.
(3) can be eliminated almost completely by introducing a time
delay of Bj(t) with respect to Hy(t) in all the “layers” of the sheet.
When modeling NO steels, this has been effectively achieved by
using a dynamic Preisach model instead of a static one [2], or by
introducing magnetic viscosity (the above-mentioned time delay)
in addition to the static hysteresis model [3]. As shown in Ref. [3],
dynamic loops predicted by the “viscous” FDS, as obtained by in-
tegrating system (15) of that reference, practically coincide with
the measured loops for both sinusoidal and non-sinusoidal flux
densities.

As might be expected, quite distorted loops, as seen in the
descending branches of Fig. 2, are predicted at higher frequencies
when one uses the well-known low-frequency solution of Eq. (3),
which is derived for an abstract homogeneous (non-domain) fer-
romagnetic material [9],

H(t) = Hyygt(B(D) + Kdas(;—]i @

Here the field Hyys(B) is calculated using a static hysteresis
model, and the constant K, = od?/12.

These distortions are overlooked if only the total losses are
examined. This underlines the fact that a physically sound model
must reproduce the shape of dynamic hysteresis loops, not only
their areas. Associated mistaken conclusions will be considered in
Section 3.

Unlike the case with NO steel, the situation is quite different
when the same FDS is applied to GO steel. As shown in Fig. 3, loop
2, obtained by solving Eq. (3) in the absence of the magnetic
viscosity, has an obviously different shape and a markedly smaller
area (specific total loss) than loop 1, as measured using a com-
puterized setup [29]. Thus, the shortfall in the loss calculated
classically, implying the existence of excess loss, is not a con-
sequence of inappropriate mathematics (inaccurate solving of Eq.
(3)), but has a physical cause.

2

B(T)

GO Steel 1

1) Measured loop
(1.7 T, 50 Hz)

2) Calc. with (3)
(no viscosity)

3) Calc. with (4)

4) Model (10)

-2 | |
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Fig. 3. Dynamic loops of GO Steel 1 calculated using Egs. (3), (4), and (10) and
compared with a measured loop.

3. Typical errors in evaluating excess loss in magnetic mate-
rials with fine domain structure

To analyze the errors arising from simplifying assumptions
about excess loss, we can rely on the results obtained with finite-
difference solver [3] or finite-element solvers [2,15] of Eq. (3). The
successful application of the FDS to different NO steels [3,31] op-
erating in a wide frequency range under arbitrary excitations (si-
nusoidal or non-sinusoidal) confirms its physical validity and al-
lows us to consider the FDS as a reliable tool for evaluating both
total loss and its individual components.

The first and probably the main reason of inaccuracies in the
loss separation is the use of the “linear” Eq. (2) for the classical
eddy-current loss. The error introduced by using Eq. (2) is later
included into the third component of total loss [32]. It was re-
ported many times that Eq. (2), being applied at high flux den-
sities, gives underestimated classical loss and therefore over-
estimated excess loss [1,2,22]. Despite this fact it remains quite
typical [21,32,33] to multiply Eq. (2) by the skin-effect function
[33], which being less than unity, increases these mistakes.

To evaluate classical eddy-current loss more accurately and
explain (at least partly) excess loss, the nonlinear skin effect was
analyzed analytically in Refs. [34-36]. To explain the idea devel-
oped in the just-mentioned papers, we note that a square-loop
approximation of major and minor hysteresis loops in electric
steels is more accurate than any linear representation [22,34]. This
suggests the use of the saturation-wave-model (SWM) of Wolman
and Kaden [37] instead of the conventional linear model leading to
Eq. (2). The SWM describes the layer-by-layer flux reversal (from -
B, to +B,, and back) in a ferromagnetic material with a steplike
magnetization curve with maximum value B,.x. It should be noted
that analysis of the SWM in the literature is usually restricted to
the case where B,=Bmax [9,34]. In general, when Bj, < By, the
well-known expression for the eddy-current loss predicted by the
SWM at sinusoidal induction with amplitude By, can be generalized

2
Wy = o(dzBy) f B,
4 Brax ()

Comparing Eq. (5) with Eq. (2) shows that at high flux densities,
i.e. at B, & Bmax, Wswm exceeds We,s. This was the reason to say in
Ref. [36], with reference to Ref. [35], that “There is evidence to
relate the origin of excess losses to nonlinear properties of mag-
netic conducting media.” This idea permeates a number of papers
[27,34-36] and it is not, strictly speaking, completely correct. In
fact the “nonlinear skin effect” considered in these papers, does
not explain the actual (physical) reason of excess loss, but simply
points out the inaccuracy (in some cases) of the linear formula (2).
Besides, although the SWM and its modifications [34,35] can in-
deed explain (partly and qualitatively) the errors of Eq. (2), the
practical use of these analytical models is limited by the non-
rectangularity of real hysteresis loops and uncertainties of their
approximations. In contrast to the root model [37], the analytical
models in Refs. [34,35] do not cover the minor and moderate flux
densities at which excess loss is also discovered when solving Eq.
(3).

It is important to note the significance of Eq. (5) also at low
induction where some authors even report negative excess loss
values [19,38,39]. These are obtained by the widespread use of the
subtraction formula derived from Eq. (1):
Wege = W = (Whyst + Weas), where Weys is found from Eqg. (2). At the
same time, the eddy-current losses calculated with Eq. (5) at B, <
(2Bmax/3) are less than those found with Eq. (2), and correspond-
ing excess losses are, of course, positive.

At this point we can recall about common explanations of non-
physical results obtained with Eq. (2) by means of “eddy-current
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Fig. 4. (a) The presence of skin effect in the NO steel under consideration at
moderate induction and (b) its absence at high induction.

shielding” and “skin-effect phenomena” [19,38]. Especially popu-
lar is the skin-effect depth, which is often mistakenly applied to
ferromagnetic laminations. In this regard, we briefly dwell here on
the nonlinear skin effect. The waveshapes in Fig. 4 are nodal
(layer) flux densities (at locations from the surface to the middle of
the sheet) calculated with Eq. (3) for NO steel at f=200 Hz and for
moderate (B,=1.0T) and high (B,=15T) peak values of the
average flux density B,. While an obvious skin effect is seen in
Fig. 4(a), calculated for B,=1.0T, there is in fact no difference
between the induction peaks at different sheet depths for
B,=15T, which is the working induction for the majority of
electric machines.

Fig. 4(b) also shows that numerical solutions of Eq. (3) embrace
the behavior inherent in the SWM, including “almost rectangular
spatial profiles of magnetic flux density” [36].

S.E. Zirka et al. / Journal of Magnetism and Magnetic Materials 394 (2015) 229-236

Regarding the commonly used formula (2), it is widely used in
engineering loss models where its inaccuracies are compensated
by fitting “excess loss” terms. However, Eqs. (2) and (4) become
excessively approximate when making certain physical assump-
tions regarding NO steels.

Consider, for example, a “geometrical approach” [40] that as-
cribes excess loss to certain portions of the dynamic hysteresis
loop. In Fig. 5(a) we compare the loop calculated using Eq. (3) with
the measured 200 Hz loop shown in Fig. 2. This case roughly
corresponds to the 0.65 mm thick NO steel studied at f=150 Hz
[40]. Similarly to the calculation represented in Fig. 7 of Ref. [40],
the loop calculated with Eq. (3) crosses the lower part of the
measured loop. This means that the hatched area in Fig. 5
(a) should correspond, according to Ref. [40], to negative excess
loss.

To explain the fallacy of this approach, we recall that the dy-
namic hysteresis loop is the curve B,(Hs,,f) Where B, is the average
induction over the sheet cross section, and Hg¢ is the field at the
surface of the sheet. So the B-value of any point of the resulting
dynamic loop, for example point 0 with B=0 in Fig. 5(a), is ob-
tained by averaging the flux densities B; in all the layers of the
sheet, calculated at the same instant t. These values, together with
point 0, are the dots in Fig. 5(b), which shows that at B,(t)=0, the
layer flux densities lie in the range —0.958 T to +1.366 T.

It is, of course, unnatural to think that excess losses are con-
centrated at some layer of the sheet or at its surface. So there is no
point to ascribe excess loss, distributed over the sheet thickness, to
some parts of dynamic hysteresis loop [40].

In concluding this section, we should note the inability of the
SWM to explain the anomalously high excess loss in GO steel.
With this purpose, we can use the anomaly factor 7 [38,41,42],
which is, in the case of the SWM, the ratio of losses calculated with
Egs. (5) and (2): 5 = Wowm/Wias- As can be seen from these for-
mulae, the maximum possible value of 7 in the SWM framework is
only 1.5, corresponding to an ideal rectangular hysteresis loop and
B, =Bmax- This cannot explain the much larger values of 77 observed
experimentally in GO steels. For example, the # value for loop 3 in
Fig. 3 is 3.3, which is close to the average # for the five GO steels
studied in Ref. [42]. This demonstrates that GO steels considered in
the next section are in sharp contrast to NO steel with respect to
the excess loss value, if we continue to use that term.

4. Domain loss models

Any uncertainties about the existence of excess loss in electrical
steels [20,27] disappear when the “classical tools” (3) or (4) are
applied to GO steel. This can be seen in Figs. 3 and 6 which show
that dynamic loops constructed with these equations have sub-
stantially smaller areas than measured loop 1. The GO steel re-
presented in Fig. 3 (it is similar to steel M4 and steel 277130 [43])
and the high-permeability grain-oriented (HGO) steel in Fig. 6 will
be referred to as Steel 1 (d=0.255 mm, p=0.466 P2 m) and Steel
2 (d=0.18 mm, p=0.47 p€2 m) respectively.

It is remarkable in Fig. 6 that loop 2, despite its smaller area,
exceeds the bounds of the experimental loop 1. Attempts to en-
large the area of loop 2, by introducing a “viscous delay” between
nodal By(t) and Hi(t), when solving Eq. (3) result in the loops
protruding even further from the experimental loop. This shows
that, in contrast to NO steels, Eq. (3) is much less appropriate, if
appropriate at all, for describing GO steels in which only 20% of the
total loss can be typically explained by classical eddy-currents, and
the rest is divided roughly equally between hysteretic and excess
losses [42,44].

This is the reason why the classical approach to studying GO
steels was abandoned in the 1950s-1970s. After the milestone
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Fig. 6. Dynamic loops of HGO Steel 2 calculated with Eqs. (3) and (4) versus the
measured loop.

work of Williams, Shockley, and Kittel [45] and the encouraging
modeling of Pry and Bean [41], it was anticipated that a unified
physical theory accounting for the domain structure of a ferro-
magnetic material would soon be created. Although such a com-
plete theory still does not exist, its potential features and even its
conjectured conclusions occur widely in the literature.

The key loss mechanism of numerous models developed fol-
lowing Pry and Bean [41] is microscopic eddy currents induced by
moving domains walls (DWs). Starting with the planar and

z \
|Moving DWl |Micr0 ECl |Macr0 ECl | Magnetizing current

Fig. 7. Microscopic eddy currents induced by moving DWs in the Pry and Bean
model [41].

continuously-moving DWs in Fig. 7, numerous models with
bowing, partly pinned and varying numbers of DWs have been
proposed.

It is not the purpose of this paper to review the large literature
on this subject or to add yet another explanation of magnetization
dynamics in materials displaying pronounced domain structures.
We only support the idea [14,46] that quasi-static (hysteretic) and
dynamic components of a composite magnetization model can be
reproduced separately even if their origins have something in
common. It should be obvious that DWs undergoing Barkhausen
jumps and eddy currents diffusing throughout the whole domain
(or several domains) are different entities and should be assessed
separately. For example, the quasi-static loops in Figs. 3 and 6 were
measured at 0.0033 and 0.004 Hz respectively and there were no
signs of a vanishing loop area in the limit of zero frequency.

A successful example of the loss separation idea [5] is the
phenomenological (statistical) model (1) justified physically by
Bertotti [7,9]. The basic idea of the model is to compensate the
experimentally observed loss shortage by providing one more
dynamic loss term, namely Wy, as introduced in Eq. (1). When
developing the model [7,9], attention was focused on the loss
prediction, while the shape of dynamic hysteresis loops remained
beyond the scope of the study. So, if one prefers to work in the
time domain and adhere to the approach in Ref. [9], Eq. (4) can be
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extended to read.

0.5
dB dB "
H(t) = thst(B) + KclasE + Kexc 6 ’E

(6)

where ¢ is a directional parameter ( + 1), and coefficient Kexc is
fitted separately for each By In Ref. [7], this permitted the
reproduction of loss-versus-frequency curves W(f) for several
different steels measured up to 100 Hz.

A refinement of Eq. (6), proposed in Refs. [28,31], is to use
appropriate functions gexd{B) and Qexd(Bp) instead of the constant
Kexc and exponent 0.5 respectively

aexc(Bp)

dB

dB
H(t) = thSt(B) + I<C1&SE + gEXC(B) 5 E

@)

From a physical viewpoint, the variable ttex<(Bp) in Eq. (7) can
be explained using the concept of random spatial variations in
domain size and thus in domain wall number [47]. Technically, this
has allowed us to eliminate the imperfection of Eq. (6), seen in

1000

Measured losses (dots)

HGO Steel 2

|

800

Model (9)

600

400

200

Total Energy Loss, W (J/m? per cycle)

0 | T | | |
0 200 400 600 800 1000 f Hz

Fig. 10. Loss dependencies calculated from the loop areas.

I
0.5 1.0 1.5 B,(D

Fig. 11. Acceptable peak-induction dependencies Gn(Bp) and aqyn(Bp) for GO Steel
2.

Fig. 12(a) of Ref. [7], and in Fig. 12 of Ref. [28], where model
(6) fitted to the loss values measured at, say, B,=15T always
yielded underestimated losses at B,=1.7 T. The use of gex(B) and
exdBp) in Eq. (7) can provide quite accurate reproduction of the
calculated loops up to 200Hz and a good coincidence of the
measured and predicted total losses up to 400 Hz [28].

At this point a question may arise about the presence of the
classical field term in Eq. (7) and, more generally, about the clas-
sical loss term in Eq. (1). Even if the microscopic eddy currents,
(solid lines in Fig. 7) transform under certain conditions into
macroscopic eddy currents (dashed lines), there is no valid reason
to account for these by using the “linear” formulae (2) and (4).
Some other doubts about the presence of W¢,s in Eq. (1), but in the
case of NO steels, are expressed in Ref. [11].

This returns us to the idea [6] of separating the total loss into
only two components, namely hysteresis (DC) and dynamic. In
accordance with the inaugural Eq. (1) in Ref. [7], such a loss se-
paration is written as

W= Whyst + Vvdyn 8)

Continuing to use functions g(B) and a(B), expression (8) leads
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Fig. 12. Dynamic trajectory for GO Steel 1 calculated from Eq. (10) compared with
measured data.

to the field separation

adyn(Bp)

dB
H(t) = thst(B) + gdyn(B) S ‘E

©

where gayn(B) and agyn(Bp) differ from gex(B) and aex(Bp) in Eq.
(7).

Functions ggyn(B) and agyn(Bp) can be found as in Ref. [28].
Selecting a measured dynamic loop, such as loop 1 in Fig. 6, and
initially setting atqyn(Bp) to be constant (typically 0.5-0.8), function
8ayn(B) is constructed so as to obtain a loop calculated with Eq. (9)
sufficiently close to the measured loop. In principle, any individual
measured loop can be reproduced with Eq. (9) exactly. It can be
seen from Eq. (9), that gqyn(B) represents the variable horizontal
gap between dynamic (measured) and static loops divided by (dB/
dt)”. In practice, function gqyn(B) can be found by a trial-and-error
method, and represented by a computational chain or graph.

The main properties of the functions gex(B) in Eq. (7) and
gdyn(B) in Eq. (9) are their minima (Gy,) at B=0 and their increase
with IB(t)l. For example, it was found acceptable, in Ref. [44], to
represent ge.(B) for Steel 1 by the expression Gun(1+kB?), with
Gm=0.38, and k=0.576 (evident dimensions of these values are
omitted in this paper).

The calculated loops for Steel 2 (see Fig. 8) were obtained with
a=0.571 and using the graph in Fig. 9, which shows the function
8dyn(B) normalized to its minimum value, G, =0.48. (The compu-
tational chain for gqyn(B) has a little significance and is not shown
in the paper because of its complexity.)

As can be seen in Figs. 6 and 8, dynamic loops observed at
higher frequencies are characterized by pronounced “spikes” in
their upper and lower parts, which are different for different
materials. For example, these “spikes” are enormously large in the
metallic glass ribbon modeled in [48]. This makes the modeling an
order of magnitude more difficult than for static loops, and shows
the uniqueness of each material under both static and dynamic
conditions (i.e. in the functions gexd(B) and ggyn(B)). We re-em-
phasize, in this regard, that we do not restrict our modeling to loss
prediction. Our broader aim is to construct a model that re-
produces the shape of dynamic hysteresis loops over a wide range
of excitations. The loss curves in Fig. 10 are calculated as usual, by
evaluating the areas of corresponding dynamic loops.

To reproduce dynamic loops, and thus losses, for any B, the
minimum (Gy,) of the function gqyn(B) and the exponent agy, in
Eq. (9) should be B,-dependent. The variable exponent aqyn(Bp) in
Eq. (9) is employed to reproduce the somewhat different curva-
tures of the loss dependencies W(f) in Fig. 10 at moderate and high
B,,. Dependencies G(Bp) and atayn(Bp) found acceptable for Steel
2 are shown in Fig. 11.

Since Eq. (9) is a time-stepping model which does not “know”
the induction waveform and B, in advance, the dependencies
shown in Fig. 11 cannot be used directly. So the value of B, and
thus agyn and Gy, are found dynamically, for example during a
transient leading to a steady-state loop. At any reversal of B(t), the
interval AB between the current and previous turning points is
determined. The value of B, can then be set equal to AB/2, al-
lowing one to calculate atgyn(Bp) and Gm(Bp). These values are re-
tained until the next field reversal.

The same close agreement between predictions of the two-
component model (9) and experiment was obtained for Steel 1. It
should, however, be pointed out that often there is no need for a
“perfect” model, that is, a model that would be equally precise at
all flux-densities and at frequencies unusual for given steel. It is,
therefore, reasonable to fit the model to the rated induction level
and below the highest probable fundamental frequency. This al-
lows one to simplify gqyn(B) in Eq. (9) and use a constant a. Such a
simplified version of Eq. (9) for Steel 1 is

0072 ag[*"

H(t) = thSt(B) + (3 ma
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By using Eq. (10), all the dynamic loops of Steel 1, as obtained in
Ref. [28] using the three-component model (7), can be reproduced
with the same accuracy. The use of Eq. (10) is illustrated by the
dashed line 4 in Fig. 3 and by the calculated trajectory in Fig. 12,
which shows the closeness of measured and modeled loops ob-
tained by summation of the 50-Hz, 1.6 T peak fundamental and its
3rd, 7th, and 11th harmonics.

Expression (10) also demonstrates that different forms of the
two-component model (9) can be used. The successful application
of this model is also in accordance with the general trend in
modeling thin ferromagnetic materials without resorting to clas-
sical loss contribution [49].

5. Concluding remarks

In this paper, we have tried to outline the situation with loss
separation in soft ferromagnetic materials, which is a subject of
continuing debate among physicists and engineers. Due to diffi-
culties in their precise classification, we have chosen conventional
non-oriented and grain-oriented steels as very different materials
in the sense of their domain structures and their different domain
sizes with respect to the thickness of the sheet.

We have emphasized that the penetration (diffusion) Maxwell
equation in combination with a rate-dependent or rate-in-
dependent hysteresis model is only applicable to materials with
fine domains (NO steels), and at the same time, it is the only re-
liable tool for the loss separation. This is explained by the fact that
classical eddy currents are the prevailing loss factor in NO steels,
whereas the remaining (excess) loss is relatively small. This can
lead to the situation in which even a relatively small error in the
evaluation of classical loss can result in a large error in the excess
loss value. Because of the small contribution of excess loss, this
error is not very influential in engineering loss prediction techni-
ques, which are mainly based on the known low-frequency for-
mula (2) for classical eddy-current loss. This is because the in-
accurate subdivision of the dynamic loss between classical and
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excess components can be effectively corrected by numerous
empirical methods.

Quite different situation takes place when the “linear” formula
(2) is used in the physical (material) studies based on the excess
loss values found by the subtraction technique ensuing from Eq.
(1). In particular, the uncritical use of this technique has eventually
led to the meaningless ascribing of the “excess loss” to some
segments of dynamic hysteresis loop and is fraught with serious
errors in evaluating morphological properties of electrical steels.

Another extreme is to declare excess loss absent or even ne-
gative. This claim also roots in using Eq. (2) which is sometimes
understood literally, i.e. considered as sufficiently accurate formula
for evaluating eddy-current loss. We note the drawbacks of ana-
lytical studies of this question (the simplifying assumptions make
them unreliable), and inaccurate experimental procedures, which
are employed to verify numerical solutions of the penetration
equation.

Also, it is often not realized that the classical approach, and
hence the excess loss concept, lose their validity when studying
GO steels that have coarse domains. For reasons explained in Ref.
[50], the same is true for thin laminations of NO steel [31] and
probably also for many materials in the form of thin sheets or
ribbons [48]. In this situation, three-component loss and transient
models can be used as palliative solutions. The inherited presence
of classical loss (and field) in these models appears to be of inertial
origin, so we have tried to omit it as an explicit term and to re-
present both eddy-current components by a single dynamic term.
Successful application of this idea to GO steels suggests that the
classical and excess loss (field) terms in the three-component
models, which are generally acceptable in engineering practice,
can be simply specified as dynamic terms #1 and # 2. This is ex-
plained by the fact that in materials in which domain wall spacing
is comparable to the sheet thickness, the macroscopic and mi-
croscopic eddy currents are hardly to be distinguished.
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