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Mesh Decomposition for Efficient Parallel Computing of Electrical
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The relative motion between stator and rotor in electrical machines requires a flexible representation in 2-D and 3-D finite element (FE)
models. Numerous approaches to incorporate the relative motion are available. Due to increasing problem size and accuracy, parallel
computing becomes more desirable. The parallel simulation of sufficiently large problems often involves domain decomposition algo-
rithms, especially if distributed memory systems are used for the parallelisation. Accounting for motion usually requires explicit domain
decomposition at each simulation step. This paper proposes an approach avoiding the computationally expensive domain decomposition
at each step by properly choosing an initial decomposition, which can be applied to all steps throughout the simulation.

Index Terms—Multithreading, nonconforming mesh, parallel algorithms, rigid motion.

1. INTRODUCTION

a flexible implementation of the rotor motion in 2-D and
3-D models. This is especially important for parallelised code
as applied in this paper. Due to the development in the mi-
croprocessor market, increase of computational power is not
driven by increase of processing frequency anymore but mainly
by parallelisation [1], [2]. Recent microprocessor architectures
are equipped with multiple cores on every processor and addi-
tionally with multiple processors per system. Furthermore, it is
possible to use computing clusters as distributed memory sys-
tems for parallelisation. Distributed memory systems require
explicit domain decomposition and also multiple processor ar-
chitectures can benefit from it. In this paper the parallelisation
is implemented in the institute’s in-house FE-package iMOOSE
[www.iem.rwth-aachen.de] using a hybrid parallelisation para-
digm based on OpenMP [3] and the Message Passing Interface
(MPI) [4]. A recent publication of the authors regarding the hy-
brid parallelisation can be found in [5]. An alternative paral-
lelisation relying on domain decomposition and particularly de-
signed for vector processors is presented in [6].

Several approaches to simulate the motion of electric ma-
chines in FE models have been developed. Among them is the
moving band technique [7], where an annulus shaped band of
elements is re-generated after each rotor displacement. Since
this approach is only feasible for 2-D problems, the lock-step
approach is often applied in 3-D [8]. The lock-step method is a
method with a regular discretization of the rotor and the stator
surfaces, so that the motion can be described by associating the
nodes of the rotor surface in different ways with those of the
stator surface without disturbing any element in the airgap. This
method requires a fixed rotational step size. Lagrange-multi-
plier approaches seek to overcome the disadvantages being ap-
plicable to 2-D and 3-D, static and transient problems [9].

Almost all approaches accounting for motion have in
common, that degrees of freedom (DoFs) on one side are
expressed as a linear combination of DoFs on the opposite side.

N UMERICAL simulation of electrical machines requires
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The modified mesh decomposition presented in this paper is
compatible with all motion algorithms within this category.

II. ADJUSTING PARALLELIZATION FOR MOTION

The parallelisation implemented within the iMOOSE library
is based on domain decomposition of the FE mesh, so that every
involved process is exclusively working on a particular sub-
mesh. The decomposition of the complete domain €2 into s sub-
domains €2; is given by:

UQi:Q with Q;NQ;=0 for i#£j (1)
=0

The decomposition is done by a graph partitioning algorithm,
e.g., by multilevel methods [10]. Therefore, the dual-graph G =
(V, E,W,) corresponding to the mesh is constructed. V' de-
scribes the vertex set and £ C V X V the edges. W, holds
the vertex weights. Every vertex in the dual-graph represents an
element of the mesh. Two vertices are adjacent if and only if
the corresponding elements share a common edge in 2-D and a
common face in 3-D. Additionally every vertex is weighted ac-
cording to the number of DoFs, which is considered by the de-
composition algorithm. After the generation of the dual-graph,
the graph is partitioned by an arbitrary graph partitioning al-
gorithm to determine the different sub-meshes. The objectives
of the mesh decomposition correspond to the objectives of the
partitioning algorithm in the following way: On the one hand
the cut of the dual-graph resulting from the partitioning should
contain as few edges as possible. Fewer edges in the cut result
in fewer common DoFs in the mesh decomposition which are a
quantity for the required communication between the involved
processes. On the other hand the partitioning should be well bal-
anced, which means that the sum of the vertex weights is nearly
equal in all partitions. Related to the mesh decomposition this
results in a equal number of DoFs in every sub-mesh and there-
fore in an equal amount of work for every participating process.
This is a strong requirement for an efficient parallelisation be-
cause otherwise some processes would idle while others are still
computing which results in a bad speedup ratio.

If motion is considered for computation, the mesh topology
changes every time step at the interface between stator and rotor.
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The initial mesh decomposition is only valid at the first time
step and cannot be used for the other steps without modifica-
tions. One possible solution is to adjust the decomposition at
every step, which results in additional communication by data
traffic among all participating processes. To avoid this overhead
and minimize process interdependency the mesh decomposition
is modified in the proposed approach to fit any position of the
motion.

A similar approach was presented in [11]. In the cited work
the sub-meshes are adjusted after the mesh decomposition has
been finished by assigning all elements corresponding to the
moving interface to the first sub-mesh. This results in a sub-
mesh which consists of two parts. On the one hand the sub-mesh
computed by the mesh decomposition and on the other hand
a cylinder with a thickness of two element layers representing
the moving interface. In 2-D this mesh is reduced to an annulus
formed band. This disturbed first sub-mesh leads to a high in-
crease in the number of iterations required by the conjugate gra-
dient algorithm. This increase is much higher than the general
increase observed at mesh decomposition and therefore must
result from this specific mesh decomposition. To overcome this
problem, the proposed method in this paper tackles the problem
of handling motion already during the mesh decomposition.

III. MODIFIED DOMAIN DECOMPOSITION

The presented modified domain decomposition for handling
the motion during the parallel execution is based on the idea,
that all elements corresponding to the moving interface are as-
signed to the same sub-mesh. In order to do so, a modification
to the standard domain decomposition is required restricting the
locality of the motion interface to one sub-mesh and thus, sig-
nificantly reducing the communication.

Let 2™ and Q° be the stator and rotor domain of an electric
machine and 7™ and 7* their triangulations. The airgap ele-
ments are assigned arbitrarily to stator and rotor domain. Let
I'™ and I'® be the interface between the stator and rotor domain
and 7™ and 7T* be the elements having at least one node on
the interface. Initially, a dual-graph of the discretization is con-
structed. Fig. 1(a) shows a zoom to the discretized air gap of
a 2-D FE-model. All shown elements belong to the airgap and
have been assigned to stator or rotor mesh. The corresponding
dual-graph is shown in Fig. 1(b). To point out the elements re-
sponsible for the motion, all elements located at the sliding inter-
face are highlighted by grey colour. In the next step, all vertices
corresponding to elements from 7™ U 7T*, we call this set
VI, are merged to one supervertex v™, cf. Fig. 1(c). The weight
of v™ has to be set according to the sum of the weights of the
merged vertices in order to avoid an unbalanced partitioning.
Thus, a modified graph G’ = (V', E’, W) is constructed:

V' =V\VTu {v™} )
E' = {{vj,vi} [ {vj, v} € ENvj ¢ VIiAw, ¢ VI}

U {{v™,v;} |{vi,v;} € EAv; € V'} 3)
W! ={w; e W, |v; e V'}U{w™} 4)

w" = Z Wi . (5)

v, €V
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Fig. . Mesh decomposition taking motion into account during the partitioning
of the dual-graph. (a) FE mesh, (b) FE mesh and dual-graph, (c) Merging, (d)
Partitioning, (e) Expansion, (f) Decomposition.

The graph G’ is partitioned by e.g., multilevel methods,
which are quite fast and deliver high quality partitions [10]. The
resulting cut for the given example graph is shown in Fig. 1(d).
Afterwards all vertices in V! are expanded by assigning the
vertices to the same partition in which the supervertex is
located, cmp. Fig. 1(e). Finally, the different sub-meshes are
determined from the partitioning by the unique mapping be-
tween vertices in the dual-graph and mesh elements which has
been constructed in the first step. Thereby, all elements which
are located at the moving interface I'™ and I'® are assigned to
one single sub-mesh. The resulting mesh decomposition for the
proposed example is shown in Fig. 1(f). It can be seen, that all
grey elements located at the interface are assigned to the lower
sub-mesh.

Only one process has to handle the motion between stator
and rotor, thus no additional communication is required. The
maximum reasonable number of sub-meshes is given by:

1T U T

T U7 ©)

Nimit <
The limit 7, is reached when a single sub-mesh contains all
elements of the set 7'™ U 7', Exceeding this limit of sub-
meshes leads to unbalanced decompositions being unfavourable
and limiting the efficiency of the parallelisation. This limit in-
creases with increasing problem size. Fig. 2 shows the number
of elements of a complete mesh |7 U 7 %| compared to the
sliding interface |77™ U 7"%| in function of different element
sizes for a 2-D field problem. It can be observed, that the slope of
the relative overall number of elements is quadratic with respect
to the relative element size, while the slope of the number of el-
ements on the sliding interface increases almost linearly, since
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Fig. 2. Number of elements dependent on the mesh size.

this interface is a one dimensional sub-mesh. Thus, the theoret-
ical limit m);,;¢ is unlikely to be reached when simulating elec-
trical machines using the proposed approach.

IV. DIFFERENT DECOMPOSITION STRATEGIES

To illustrate the different strategies for mesh decomposition
with and without taking motion into account, both are applied
to a 2-D quasi-static field problem. Fig. 3 shows the results of
these strategies for a mesh decomposition into two different
sub-meshes for the parallel computation with two processes.
The elements located at the sliding interface between stator
and rotor are drawn in black colour, whereas all other elements
are coloured grey. Fig. 3(a) shows the mesh decomposition
without considering the motion. The elements at the sliding
interface are distributed to both sub-meshes. In contrast to
this, Fig. 3(b) shows the resulting mesh decomposition, if the
proposed method is applied. Using this strategy, all elements
at the sliding interface of the set 71™ U 71 are assigned to
one sub-mesh. For this mesh, which contains in total 10454
elements from which 414 elements are located at the sliding
interface, the maximum reasonable number of sub-meshes ac-
cording to (6) is 25. As a consequence parallelisation with two
processes and sub-meshes is well below the possible limit for
this specific FE mesh and the speedup is not influenced by the
adjusted mesh decomposition. If this problem is parallelised by
more than 25 processes, the speedup can be affected negatively
by the mesh decomposition. However, at this low number of
DoFs such a high degree of parallelisation is not reasonable in
the considered implementation due to the high communication
overhead [5].

V. COMPUTATIONAL COST

In this section the computational cost of the mesh decompo-
sition and of the FE simulation are analysed separately, which
correlate with the overall simulation time. Using this anal-
ysis, it is possible to compare the computational cost of both
mesh decomposition strategies. As described in the previous
sections, the mesh decomposition is done by partitioning the
corresponding dual-graph. The complexity of the partitioning
algorithm utilised in the proposed implementation is given by
O(|V]) where V is the set of vertices in the dual-graph [12].
The number of vertices |V| is equal to the total number of mesh
elements n, as follows from the construction of the dual-graph.

(b)

Fig. 3. Decomposition of a 2-D FE mesh into two sub-meshes. (a) Without
considering motion, (b) Considering motion.

So the complexity of the mesh decomposition can be expressed
by:

Ilecomp (71) € O(TL) . (7)

The FE computation consists of different parts. The com-
lexity of some parts is given by O(n) like file /O for reading
the FE mesh or assembling of the element matrices. One major
fraction is the solving process of the system of equations.
The iMOOSE software package employs iterative methods for
solving, in particular the preconditioned conjugate gradient
algorithm. According to [13] the computational cost for this
algorithm is O(n'-?®) at 2-D problems and slightly lower at
3-D ones. This results in the following overall complexity of
the FE computation:

Trr(n) € O(n'?%). ®)

Comparing (7) to (8) it can be seen, that an increase in the
number of elements results in a higher increase of the compu-
tation time required by the FE simulation in comparison to the
mesh decomposition time. Thereby, the influence of the mesh
decomposition on the total runtime decreases at increasing mesh
size.

This result can be transferred to the computation time of both
decomposition strategies—the proposed single mesh decompo-
sition for all steps on the one hand and a mesh decomposition
at every step on the other hand. The proposed method offers an
advantage in computation time, because mesh decomposition is
only executed once for all steps. This advantage decreases at in-
creasing mesh size, because the ratio of the mesh decomposition
gets smaller.

To evaluate this theoretical consideration, a 2-D field problem
is investigated and the required computation times are measured
for different mesh discretisations. The chosen field problem is
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TABLE I
INFLUENCE OF THE NUMBER OF ELEMENTS ON THE RATIO BETWEEN MESH
DECOMPOSITION AND COMPUTATION TIME

mesh # elements FEM decomposition ratio
1 22623  11.24 s 1.64s 146 %
2 43325 2437 257s 10.6 %
3 146764  96.56 s 6.84 s 7.1 %
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Fig. 4. Speedup of the proposed method (2) with one mesh decomposition for
all steps and new mesh decomposition at every time step (1).

TABLE II
COMPUTATION TIMES OF THE PROPOSED METHOD (2) WITH ONE MESH
DECOMPOSITION FOR ALL STEPS AND NEW MESH DECOMPOSITION
AT EVERY TIME STEP (1)

# processes | 1 2 4 8 12
method 1 8065.1 s 47942s 25084 s 15413 s 1107.7 s
method 2 8065.1 s 4533.1s 23498 s 1445.7 s 1034.6 s

benefit - 5.8 % 6.7 % 6.6 % 7.1 %

the same as shown in Fig. 3. The results of the runtime mea-
surements are presented in Table I. All measurements are exe-
cuted without parallelisation utilizing only one process. Addi-
tional to the runtimes also the ratio between mesh decomposi-
tion time and simulation time is listed. This ratio decreases with
increasing number of elements from 14.6% at 22 623 elements
to 7.1% at 146 764 elements. If the mesh decomposition and
the FE simulation are both parallelised, this ratio keeps roughly
equal.

VI. APPLICATION 3-D

In addition to the 2-D field problem in Section IV, the
proposed method has been applied to a 3-D quasi-static
field problem of a Permanent Magnet Synchronous Machine
(PMSM), which consists of about 700 000 elements. The
lock-step method is used to take motion into account. To
evaluate the advantages of the described method in terms of
the speedup ratio, it is compared to the approach, where a
new mesh decomposition is generated at every time step by
repartitioning. Table II shows the measured runtimes for a
computation consisting of 10 time steps. The method requiring
a new mesh decomposition at every time step is denoted by
method 1 and the proposed method is denoted by method 2.
The computation has been parallelised with up to 12 processes
assigning one process to every core. In the sequential case using
only one process, the times of both methods are equal, because
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there is no mesh decomposition. The gain of the proposed
method ranges between 5% and 7%. This benefit can also be
observed at the speedup ratio shown in Fig. 4.

VII. CONCLUSION

This paper proposes a modification to the standard domain
decomposition in parallel computing of electrical machines. By
introducing a weighted, virtual supervertex in the dual-graph
representing the elements on the sliding air gap interface, single
domain decomposition yields proper sub-meshes for all subse-
quent simulation steps. The described method requires only a
single decomposition of the FE mesh and results in a decreasing
simulation time, which is the main objective in parallelisation.
Hereby, an efficient parallel computation of electrical machines
accounting for motion on distributed memory systems can be
implemented.

Furthermore, the limit regarding the scalability of the paral-
lelisation exploiting the given mesh decomposition is analysed.
It is shown, that the theoretic limit is not relevant in practice and
does not affect the possible scalability. The application of the
proposed method to a 3-D field problem shows the advantages
with respect to the parallelisation, in particular smaller compu-
tation time and higher speedup ratio.
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